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MPI for Grid

• Enable execution of single MPI program using 

multiple clusters connected by wide area network

– MPICH-G2, PACX-MPI, StaMPI, MC-MPI, and so on

• Users can seamlessly deploy applications from     

a laboratory to a Grid environment

• We focus on metropolitan-area, high-bandwidth 

network: more than 10 Gbps, less than 10 msec of 

latency (≒ 1000 km)

– We have already demonstrated that it is feasible to run 

large-scale applications over distances up to 1000 km 

[Cluster2007]
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GridMPI

• GridMPI is an open-source implementation of the MPI-1.2 

and MPI-2.0 standards developed from the scratch by AIST 

and University of Tokyo.

– Project homepage: http://www.gridmpi.org/

• Full standard conformance

– GridMPI passes 100% of the conformance test suites from Intel and 

ANL (MPI-1.2) even in heterogeneous setting

• Interoperability

– GridMPI complies with IMPI (Interoperable MPI) standard for the 

inter-cluster communication

• High performance

– GridMPI achieves high performance optimized for high bandwidth 

networks
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IMPI (Interoperable MPI)

• IMPI standard realizes interoperability among 

different MPI implementations 

• IMPI standard specifies:

– Startup/Shutdown protocol

– Data transfer protocol and data format

– Collective algorithms

IMPI

Local MPI A Local MPI B

Linux/IA32 cluster Solaris/SPARC cluster

MPI_COMM_WORLD
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Motivation (1/2)

• Not all nodes may be able to communicate with each 

other directly in a Grid environment

– Private IP address and/or Firewalls

• IMPI design does not support communication from/to 

private address clusters

Make communication from/to private address clusters 

compliant with the IMPI standard

IMPI

IMPI

IMPI Private address cluster
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Motivation (2/2)

• When single front-end node is used, performance is limited 

by the NIC bandwidth of the front-end node

– NIC: GbE, WAN-link: 10 Gbps:

The link utilization achieves only 1/10 of the inter-cluster bandwidth

Use multiple front-end nodes at each cluster for improving 

the inter-cluster communication

IMPI

IMPI

IMPI Private address cluster

Front-end

node

10 Gbps
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IMPI Relay: Design Goal

• Support communication from/to private 

address clusters

1. Make communication from/to private address 

clusters compliant with the IMPI standard

Packet forwarding scheme in the manner of the 

IMPI standard

2. Use multiple front-end nodes at each cluster 

for improving the inter-cluster communication

Trunking of relay communication
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Basic Idea

• Process identifier

– MPI: rank

– IMPI: Host ID (IPv6 address) + Proc ID (64bit integer)

• An IMPI Relay has two host IDs (e.g., ARP and 

ARG), one for the intra-cluster, and one for the 

inter-cluster communication
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Packet forwarding (1/2)
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• IMPI Relay forwards packets according to the Host-Proc 
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Packet forwarding (2/2)
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• Forwarding between two private address clusters:
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Trunking
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switchswitch

Experimental Setting

Broadcom BCM5704Ethernet

Node PC

CPU Opteron/2.0GHz dual

Memory 6GB DDR333 

Myrinet Myricom M3F-PCIXD-2

OS
SuSE Enterprise Server 9

(Linux 2.6.23)

switchswitch

1Gbps (GbE)

10Gbps WAN

emulator

latency: 0-10msec

2Gbps

(Myrinet)

Huawei-3Com S5648 + optional 10 

Gbps port
Ethernet

Switch

Myrinet
Myricom M3-SW16-8F + M3-

SPINE-8F
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Execution Time of All-to-all 

Communication (Latency: 0 msec)
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short algorithm

Inter-cluster communication goes 

through the (single) master node,

trunking has no effect.

• The execution becomes faster as the number of trunks increases

TCP congestion control 

does not work well
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Execution Time of All-to-all 

Communication (Latency: 0 msec)
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• The “direct” suffers from the heavy congestion

• IMPI Relays reduce congestion: the inter-cluster bandwidth is limited at 

the number of IMPI Relays. There is no congestion at the inter-cluster link

Some results of “direct”

are worst of all 

10 Gbps

1 Gbps x 16
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NAS Parallel Benchmarks 3.2

• Problem size: Class B

• #Process: 32 (16 per a cluster)

• One-way latency: 0 – 10 msec

• IMPI Relay: direct, 1, 2, 4, 8 trunks

• Here, the results of the following benchmarks 

are shown:

LU (LU factorization)

MG (Multi-Grid method)

IS (Integer Sort)

Computation-bound

Medium

Communication-bound
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IS Benchmark
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• For communication-bound programs, trunking has a large 

impact

• Performance improves as the number of trunks increases

For all cases, 8-trunk was best.
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MG Benchmark
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• Latency has a large impact on the performance

• The overhead of the IMPI Relay becomes smaller 

as the latency increases

The overhead becomes smaller.
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LU Benchmark

0

0.2

0.4

0.6

0.8

1

0ms 2ms 4ms 6ms 8ms 10ms

R
e
la
ti
v
e
 P
e
rf
o
rm
a
n
c
e

direct 1-trunk 2-trunk 4-trunk 8-trunk

• For computation-bound programs, even the “1-trunk”

performs as fast as the “direct”
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• We have proposed a high performance relay 
mechanism for MPI libraries run on multiple 
private address clusters
– Packet forwarding in the manner of the IMPI standard

– Trunking for high performance communication

• The experimental results show that trunking is 
effective and efficient for running MPI programs 
over high bandwidth-delay product networks

Conclusion
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Future Work

• Performance evaluation on a multi-site  

(more than three) setting 

• Interoperability test between GridMPI and 

the other IMPI implementation (LAM/MPI, 

HP-MPI, …) via the IMPI Relay

• More IMPI implementation

– Porting our IMPI implementation to Open MPI
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• GridMPI: http://www.gridmpi.org/

• GtrcNET: http://projects.gtrc.aist.go.jp/gnet/
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